Energy Balance and Structural Regimes of Radiative Shocks in Optically Thick Media

R. Paul Drake

(Invited Paper)

Abstract—Radiative shocks in optically thick media are of fundamental interest. They exist in various astrophysical circumstances, and are likely to be explored in future experiments. This paper presents the relevant fluid theory for arbitrary initial conditions. In the approximation that the shock structure has three distinct layers, it uses energy-balance arguments to provide a semiquantitative assessment of key features of these systems and uses an approximate treatment of radiative transfer to obtain the shock structure.
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I. INTRODUCTION

In any shock wave, heating at the shock transition leads to heating, slowing, and compression of the matter entering the shock from “upstream.” If the shock wave is fast enough, the heating becomes so large that radiation from the heated matter carries a significant energy flux back upstream and alters the structure of the shock. At this point, the shock becomes a radiative shock, in which the radiative energy flux and/or pressure plays an essential role in the dynamics. Radiative shocks exist in a wide variety of astrophysical systems and are becoming an area of study in laboratory experiments at high energy density [1]–[9]. In many, although far from all, of the astrophysical systems, such shocks occur in environments from which the radiation readily escapes and in which the radiative energy is carried by line radiation. The theory of such shocks very quickly becomes entangled in the radiative transfer calculations involving such lines. There are many examples of such work, including, for example, papers involving Gillet and collaborators [10]. In contrast, a number of cases of interest exist in regimes where continuum radiation is important, where radiation does not easily escape the system, and where an approach based on spectrally averaged opacities may prove to be productive. These include the laboratory experiments, the current generation of astrophysical radiation-hydrodynamic codes, and some astrophysical environments including some shocks in accretion disks, [11] shocks within stars [12] and shocks produced when active galactic nuclei capture stars [13].

No matter what the properties of the system are, any shock becomes radiative at high enough velocity. Matter enters the shock from upstream with a speed designated as the “shock velocity” $u_s$. The incoming matter of density $\rho_o$ carries an energy flux proportional to $\rho_o u_s^3$. In the most common case that the radiation pressure $p_R$ remains small compared to the material pressure $p$, the final postshock temperature $T_f$ is proportional to $u_s^2$. In this regime, the radiation flux from the heated matter is proportional, through $T_f^2$, to $u_s^3$. As a result, the ratio of thermal radiation flux to incoming material energy flux scales as $u_s^2/\rho_o$ and rapidly increases with $u_s$. Even if the optical depth of the shock-heated region is quite small and the incoming matter is hot, above some velocity, the radiative flux will become essential to the behavior of the shock. In the simpler case that the upstream radiation pressure $p_R$ is of order or greater than the material pressure $p$, then the shock would be described as radiative at any velocity.

Here, we focus on the behavior of radiative shocks within systems that are “optically thick,” meaning that the radiation produced by thermal processes in such systems cannot escape the system. We designate such shocks as optically-thick-radiative (OTR) shocks. We will discuss them in a frame of reference called the “shock frame,” in which the viscous transition in fluid parameters is at rest. The structure of OTR shocks includes several zones, illustrated schematically in Fig. 1. Moving from upstream to “downstream,” there is an unperturbed zone, a radiative precursor, a cooling layer, and a final state. We designate these zones below by subscripts $o$, $p$, $cl$, and $f$, respectively. The precursor and the final state are both separated...
from the cooling layer by adaptation zones where the plasma parameters change slowly over distances of several optical depths. These are caused by the influence of the radiation from the cooling layer on the surrounding material. These adaptation zones are not important for the energy balance but they do affect the exact profiles, and they also introduce some potential semantic confusion, as is discussed below. There is a density jump that separates the precursor adaptation zone and the cooling layer, and we designate the properties just upstream or just downstream of this density jump by the subscripts $us$ and $ds$, respectively. In some literature, the density jump is referred to as the “shock,” while in other literature, the entire structure is referred to as the shock. This is further discussed below. In addition, there are regimes either of very weak shocks or of shocks dominated by radiation pressure in which the density does not increase abruptly but rather is smoothed out into a more-gradual transition. These regimes are discussed elsewhere [14], [15] and will not concern us here.

Theoretical work on OTR shocks began in the 1950s, with papers employing semiquantitative arguments to assess their structure and behavior [16]–[22]. This work through the mid-1960s is summarized in the text by Zel’dovich and Raizer [23]. The later book by Mihalas and Weibel-Mihalas [14] provides a similar discussion while that by Castor [24] provides an alternative analysis from similar assumptions, reaching similar conclusions. These analyses, consistent with their goals, ignore the adaptation zones. This introduces an ambiguity in the location of the temperature in the precursor at the density jump $T_{us}$ as they can only consider the value of the temperature beyond the adaptation zone. We will label the temperature at the boundary of the adaptation zone as $T_{ps}$. This in turn introduces a small error in the inferred behavior at the density jump. All of these details are no problem from the point of view of providing an approximate physical analysis. However, they introduce the need for great care in comparing such analyses to more sophisticated treatments, whether semianalytic or computational. One can show by such semiquantitative analyses that two phenomena occur as the shock velocity increases. First, $T_{ps}$ becomes approximately equal to the final downstream temperature $T_f$. Second, the precursor develops a diffusive structure, causing the second derivative of temperature with optical depth to change sign in the region near the density jump, becoming concave downward for strong-enough shocks. It has been asserted, with various degrees of definiteness in the aforementioned books and subsequent papers, that there is a “critical shock velocity” that divides regimes in which $T_{ps} < T_f$, and the precursor temperature $T_p$ decays exponentially with optical depth, from those in which $T_{ps} = T_f$ and the precursor has a diffusive zone. One can approximately exclude the case $T_{ps} > T_f$ on thermodynamic grounds (as is discussed further below). More recently, Michaut et al. have evaluated the behavior of various atomic species under conditions relevant to OTR shocks, showing that in certain regimes they can produce comparatively large ($> 10$) increases in density [25].

Simulations of OTR shocks began in the 1960s with the well-known work of Heaslet and Baldwin [26]. Such shocks have been and will be a subject of simulation studies because their vast range of spatial scales represents a serious challenge for radiation hydrodynamic computational methods. Simulations of these shocks since the 1960s are rather sparse, [27]–[32] save for the work on line-transport-dominated shocks mentioned above. This no doubt reflects the computational challenges posed by the vast range of spatial scales present, the difficulty of observing astrophysical shocks that are not thin, and the paucity of experimental data for validation. Currently, the experiments previously mentioned are beginning to provide data, and the astrophysics community is actively developing advanced radiation-hydrodynamic codes, so we can expect to see much more work in this area in the near future.

However, because of their limited numerical accuracy, simulations are not always the best way to address conceptual issues in shock structure. For simple assumptions, semianalytic theory can provide exact solutions of the relevant equations and may prove able to conclusively demonstrate some causal connections within such systems. This has the additional benefit of providing, in some cases, exact solutions by which simulation methods and implementations can be verified. In this paper, we are concerned with the exploration of the properties and structure of OTR shocks based on exact fluid-dynamic equations and fundamental physical arguments. The result should prove useful for the evaluation of shock regimes in experiments and in astrophysics, for the design of experiments, and for identifying the conditions that may permit the most demanding comparison of experiment and simulation.

II. THEORETICAL CONTEXT

The radiative shocks of interest here occur in regimes where the matter can be described by fluid equations. For shocks embedded deep within optically thick media, one can begin by taking the point of view that the entire shock structure exists as an infinitesimal layer within the system, and that there is no need to distinguish among the various fluids (radiation, ion, electrons). The fluid equations for continuity, momentum, and energy, for planar shocks, by the standard calculation, [23], [33] then directly imply a set of Rankine–Hugoniot relations

$$\rho u = -\rho_0 u_s$$

$$\rho u^2 + p = -\rho_0 u_s u + p$$

$$F_R + \frac{\gamma}{\gamma - 1} \rho u + \rho u^3 = -\frac{\rho_0 u_s^3}{2} - \frac{\gamma}{\gamma - 1} \rho_0 u_s + F_{Ro},$$

Here, $\rho$, $u$, $p$, and $F_R$ designate the density, velocity, pressure, and radiation flux, respectively, with additional subscripts when needed as defined above. In the OTR shock, one has $F_{Ro} = 0$ by the definition of the context. In addition, the material is assumed to be a polytropic gas with an internal energy density of $p/(\gamma - 1)$. The radiation flux is taken to be positive in the upstream direction, and the incoming flow is taken to have a negative velocity, with $u_s$ being a positive number. Oblique shocks or shocks in curvilinear geometry introduce geometric complexity but no new conceptual elements. Because of this, we work herein with planar shocks whose shock surface is perpendicular to their velocity, taken to lie in the $z$-direction.
When we consider the transport of radiation, in later sections, we work within the context of the radiative transfer equation expressed as

\[ \frac{1}{c} \frac{\partial I_R}{\partial t} + \frac{\partial I_R}{\partial s} = \int \kappa_\nu (B_\nu - I_\nu) d\nu + \int \sigma_\nu (J_\nu - I_\nu) d\nu \]

(4)

in which the radiation intensity (energy flux per steradian) is \( I_R \), the path of the radiation is described by \( s \), \( c \) is the speed of light, and the integrals are over all frequencies \( \nu \). The integral of \( I_\nu \) over all frequencies is \( I_R \). Within the integrals, the subscript \( \nu \) indicates spectral dependence with units as appropriate. The functions involved are the absorption opacity \( \kappa_\nu \), the scattering opacity \( \sigma_\nu \), the spectral thermal intensity (the Planck function) \( B_\nu \), the spectral radiation intensity \( I_\nu \), and the mean of the spectral intensity over all solid angle \( J_\nu \). This equation is written in the geometric-optics limit, which is relevant to radiative shocks, and under the assumption that the scattering is elastic and isotropic. It can be viewed fundamentally as a kinetic equation for the photons. Because the radiation within any distribution of matter reaches steady state instantaneously on the timescales of material motion, we will work with the time-independent version of this equation. The integral of (4) over all solid angle then gives

\[ \partial F_R / \partial z = 4\pi \kappa_p (B - J_R) \]

(5)

in 1-D, in which \( J_R = \int 4\pi I_R d\Omega / (4\pi) \), \( F_R = \int 4\pi I_R n d\Omega / (4\pi) \), and \( B = \sigma T^4 / \pi \), where \( n \) is the unit direction vector, a Stefan-Boltzmann constant \( \sigma \), and a Planck mean opacity \( \kappa_p \), assumed as usual to be accurate for \( J_R \) in addition to \( B \). From the theoretician’s point of view that the entire shock is an infinitesimal layer, one would be interested primarily in evaluating the relation between initial and final states under various assumptions. However, reality often intrudes on this point of view by breaking its assumptions. We will see that the radiative component of the shock structure can easily be hundreds of radiation mean-free paths or more in extent. More generally, if one takes the point of view that the precursor is a Marshak-like wave driven by the shock-heated material, one can show [33] that the length of the precursor scales as \( u_s \) to a large power. In real systems such as stellar atmospheres, [12] a modest variation in shock velocity can cause the shock transition to expand to a scale larger than that of the system of interest, so that the shock enters a different regime. One such regime, relevant also to some current experiments, [8] is that in which the shocked matter remains optically thick while the upstream region is optically thin. This motivates an examination of the actual structure of OTR shocks, which among other consequences, will allow one to see when they do transition to some other regime.

The decision to examine the shock structure alters the context underlying (1)–(3) above. These equations describe the conservation of mass, momentum, and energy between any two points in an extended system only if it is in steady state. To obtain a specific tractable problem, we are thus forced to consider systems that are in steady state at least when measured by the time it takes the matter in the system to flow through the entire shock structure. Other simple problems, beyond our scope here but potentially of interest, would include the behavior in systems with known time dependence such as shocks accelerating down stellar density gradients or blast waves moving through a constant-density medium.

The decision to examine the shock structure must also prompt a re-examination of the point of view that the system may be treated as a single fluid. This examination is carried out in books [14], [23], [33] and in the literature that preceded them. Here, we summarize the results. The ions are heated by viscosity on the smallest scale, over which any abrupt increase in density occurs. The direct electron heating on this scale is small. The next larger scale is the scale of ion-electron energy exchange, which heats the electrons and further ionizes the ions until the ion and electron temperature become equal. The radiative-cooling scale, in the shocked heated matter, is typically larger than this. Under common conditions, the rate of electron cooling by radiation is smaller than the rate of electron heating by collisions with ions. This is expected as, for any frequency, the radiative cooling rate by bremsstrahlung is smaller than the electron-ion collision rate by the square of the ratio of the electron plasma frequency to the radiation frequency, which is a small number for all frequencies of interest. When line emission is important, this can impact the detailed structure of the electron-heating region [34]. Despite being much larger than the electron-heating scale, the size of the cooling layer remains small in units of the radiation optical depth for reasons discussed below. The largest scale is that of the radiative precursor, which is a minimum of one radiation optical depth in extent and is often much larger than this. In the following discussion, we will assume that the density jump and electron-ion equilibration occur on an infinitesimal scale, and concern ourselves only with the structure introduced by the emission and absorption of radiation.

The fluid dynamics of an OTR shock determines much regarding its structure, independent of any and all details of the radiation transport. Although some books and even some recent papers treat the fluid dynamics approximately, it is in actuality not difficult to treat it exactly. Naturally, simulations should be compared to the exact solutions. Under our assumptions here, (1)–(3) express the fluid-dynamic constraints imposed by the conservation of mass, momentum, and energy. From these equations, one can derive the following simple normalized expressions showing the relative variation of the fluid-dynamic quantities. The effective independent variable is the inverse compression \( \eta = \rho_o / \rho \), which in all cases has a value between 0 and 1. We use the subscript \( n \) for normalized quantities. The natural normalization of the pressure is the ram pressure \( \rho_n u_n^2 \), so \( p_n = p / \rho_n u_n^2 \). One can show

\[ p_n = (1 - \eta) + p_{on} \]

(6)

The temperature in isolation is rather cumbersome to work with, while in contrast, the specific pressure \( p / \rho = RT \), in which \( R \) is the usual gas “constant,” proves convenient. Note that \( R \) certainly may not be constant in systems of interest. The natural normalization of \( RT \) is \( RT_n = RT / u_n^2 \), and one has

\[ RT_n = \eta (1 - \eta) + p_{on} \eta \]

(7)
density where the jump occurs is determined by the requirement that the detailed shock structure must ultimately be consistent with the global conservation of momentum and energy, as is discussed below. The density jump is subject to the physical requirement that the radiation flux cannot change across it. The immediate postshock temperature $T_{dsn}$ is necessarily higher than the immediate preshock temperature $T_{usn}$. Downstream of the density jump, the plasma cools and the net radiation flux decreases until the radiation flux reaches zero at the final temperature $T_f$. The final values of $\eta_f$ and $RT_{in}$ are implied by the requirement that $F_R$ be zero there, and are

$$
\eta_f = \frac{\gamma - 1}{\gamma + 1} + \frac{2\gamma}{\gamma + 1} p_{on}
$$

and

$$
RT_{in} = \frac{2(\gamma - 1)}{(\gamma + 1)^2} \left[ 1 + \frac{\gamma p_{on}}{2} + \frac{\gamma^2 p_{on}^2}{2} \right] + \frac{5\gamma - 1}{(\gamma + 1)^2} p_{on}
$$

respectively.

The detailed behavior at an actual density jump is of course more complicated than it would be for an infinitesimal jump. In real systems, there may be some electron heating, some ionization, and some radiation during the actual transition [34] and also further ionization and some radiation while the electron and ion temperatures equilibrate.

Fig. 2 also shows the relation of the parameters for the case that $T_{us} = T_f$. Landau and Lifshitz argue that the case $T_{us} > T_f$ is thermodynamically prohibited. Their view is that radiation from the shocked matter carries energy upstream at temperature $T_f$ while the heated plasma and radiation from the (optically very thick) precursor carry this same energy back across the density jump at temperature $T_{us}$. The value of this “recycled” energy flux at any location is the negative of the net local upstream radiation flux $F_R - F_{Rin}$. If $T_{us}$ were greater than $T_f$, then this transport of heat would create a decrease in entropy, which is disallowed by the second law of thermodynamics. This argument is not quite correct as it ignores the flow of energy and entropy from the cooling layer, which is at higher temperature. The thermodynamic limit is actually

$$
\frac{1}{T\left(\tau = 0\right)} \geq \frac{1}{\left|F_R\left(\tau = 0\right) - F_{Rin}\right|} \int_0^\infty \frac{1}{T\left(\tau\right)} \left(\frac{\partial F_R\left(\tau\right)}{\partial \tau}\right) e^{-\tau} d\tau
$$

where $F_R$ is the local value of the radiation flux and $\tau$ is the optical depth measured downstream relative to any point of interest. Note that if $T$ were constant and equal to $T_f$ then this equation would imply $T_{us} \leq T_f$. In reality, $T > T_f$ throughout the cooling layer, and so thermodynamically $T_{us}$ can be greater than $T_f$ by some small amount. The amount turns out to be comparatively negligible in the limit of very strong shocks. Because the system exists near the limiting state where $T_{us} = T_f$ over a wide range of parameters, the properties of this state
are worth knowing. The limiting upstream and downstream values of \( \eta \) across the density jump is

\[
\eta_{\text{us}}|_{T_{\text{us}}=T_{\text{f}}} = \frac{2}{\gamma + 1} - p_{\text{on}} \frac{\gamma - 1}{\gamma + 1}
\]

and

\[
\eta_{\text{ds}}|_{T_{\text{us}}=T_{\text{f}}} = 2 \frac{\gamma - 1}{\gamma + 1} + p_{\text{on}} \frac{3\gamma - 1}{\gamma + 1}
\]

respectively, while the limiting value of the immediate postjump temperature is

\[
RT_{\text{dsn}}|_{T_{\text{us}}=T_{\text{f}}} = \frac{2(\gamma - 1)}{(\gamma + 1)^2} \left[ (3 - \gamma) - p_{\text{on}} (3\gamma - 1) \right. \\
\left. - p_{\text{on}} \frac{18\gamma - 7(\gamma^2 + 1)}{2(\gamma - 1)} \right].
\]

One can see that for \( p_{\text{on}} = 0 \), the limiting ratio of \( RT_{\text{dsn}} \) to \( RT_{\text{us}} \) is \( (3 - \gamma) \).

This limiting case is not accessible if \( \eta_{\text{us}} \) from (2) is less than the maximum of the radiation flux curve, which is at

\[
\eta_{\text{max}} = \frac{\gamma}{\gamma + 1} (1 + p_{\text{on}}).
\]

Thus, the limiting case is not accessible for \( p_{\text{on}} > (2 - \gamma) / (2\gamma - 1) \). Since \( p_{\text{on}} = 1 / (\gamma M^2) \), where \( M \) is the traditional upstream Mach number, this corresponds to

\[
M < \sqrt{\frac{2\gamma - 1}{\gamma(2 - \gamma)}}
\]

which is 1.4 for \( \gamma = 4/3 \) and 2 for \( \gamma = 5/3 \).

III. ENERGY BALANCE IN A THREE-LAYER MODEL

In this section, we investigate the implications of energy balance for the shock structure. We use a three-layer approximation to the structure near the density jump and thus ignore the adaptation zones. We will describe this as a three-layer model. No analytic or semianalytic work has yet attempted a five-layer model, as would be needed to account for the (small) effects of radiation transport over the first few optical depths near the cooling layer. The specific implication is that the upstream temperature in such a model refers to the optical depths near the cooling layer. The specific implication is that the upstream temperature in such a model refers to the temperature in the precursor beyond the adaptation zone. We will designate this temperature \( T_{\text{ps}} \). Within this context, one can usefully specify the balance of energy fluxes at the two locations illustrated in Fig. 3. Designating the radiative flux from the cooling layer (equal in both directions because the cooling layer turns out to be optically very thin) as the positive number \( F_{\text{cl}} \) and that from the precursor region as \( F_{\text{rp}} \) (which is negative), we can note that the net radiation flux must be zero at the boundary where the system reaches its final downstream state. This gives

\[
\sigma T_{\text{f}}^4 - F_{\text{cl}} + F_{\text{rp}} (1 - \tau_{\text{cl}}) = 0
\]

in which the optical depth of the cooling layer, assumed small as confirmed below, is \( \tau_{\text{cl}} \), and so the transmission through the cooling layer can be written as \( (1 - \tau_{\text{cl}}) \). There is a net energy flux through the density jump that equals the initial value entering from upstream. All the other energy fluxes through this point must balance to zero. This gives

\[
\sigma T_{\text{f}}^4 (1 - \tau_{\text{cl}}) + F_{\text{cl}} + F_{\text{rp}} + F_{\text{p}} = 0
\]

in which

\[
F_{\text{p}} = \frac{\gamma}{\gamma - 1} p_{\text{us}} + \frac{\rho_{\text{us}} u_{\text{us}}^3}{2} + \frac{\rho_{\text{us}} u_{\text{us}}^3}{2} + \frac{\gamma - 1}{\gamma - 1} p_{\text{us}} u_{\text{us}}
\]

is the (negative) flux of plasma energy due to the heating in the precursor. That is, \( F_{\text{p}} \) is the total plasma energy flux less the initial value, which, for \( p_{\text{on}} = 0 \), is \( -\rho_{\text{us}} u_{\text{us}}^3 / 2 \). Taken together, these relations imply that

\[
F_{\text{cl}} = -F_{\text{p}} \frac{(1 - \tau_{\text{cl}})}{(2 - \tau_{\text{cl}})} + \tau_{\text{cl}} \sigma T_{\text{f}}^4.
\]

The implication of (18) and (20) is that \( -F_{\text{rp}} < \sigma T_{\text{f}}^4 \) always, because \( F_{\text{rp}} \) is always finite. Specifically, by substituting for the pressure in (19), one can show that

\[
F_{\text{p}}|_{M \rightarrow \infty} = -\rho_{\text{us}} u_{\text{us}}^3 \frac{(5 + \gamma)}{2} \frac{(\gamma + 1)}{\gamma - 1}
\]

which one finds to be the same on either side of the density jump as it should be.

It is helpful to define a shock strength parameter \( Q \) as

\[
Q = 2\sigma u_{\text{us}}^3 / (R^4 \rho_{\text{us}}).
\]

This implies that the normalized radiation flux flowing upstream from the final state is

\[
\sigma T_{\text{f}}^4 / (\rho_{\text{us}} u_{\text{us}}^3 / 2) = 16Q (\gamma - 1)^4 / (\gamma + 1)^8.
\]

The choice of a shock strength parameter has the advantage that it excludes powers of \( \gamma \) that might be replaced by quantities involving some other approach to the equation of state, but the disadvantage that \( Q \) must be large to enter the radiative regime.
upstream heated matter increase in proportion to very strong, while the radiation fluxes from the downstream and the temperature gradient in the precursor, which behaves like a Marshak radiation wave from a moving source [33]. The dependence of ε on Marshak radiation wave from a moving source [33]. The dependence of εp on the assumption that the precursor is optically very thick. Then, the limiting value of (1 − εp f)7, for large enough Q that τcl can be neglected in (18) and (20), is (3 − γ(γ + 1)7/ (32Q(γ − 1)4), so f s and εp cannot both be 1.

Having set Tps = fsT i and Fps = −εp f s σT i 4, one can find the value of η corresponding to this temperature in the precursor, and one can evaluate Fps (and hence Fcl) for this η. One can then use (1)–(8) to find ηcl and ηas (and thus ρcl, cl, Tcl, Tps, and Fps) and can use the energy balance to obtain the relation between fs and Q, given by

\[ Q = \frac{(\gamma + 1)^7}{64(1 - \epsilon_p f_s^4)(\gamma - 1)^4} \times \left[ 4f_s + (\gamma + 1) \left( -1 + \sqrt{1 - 8f_s (\frac{(\gamma - 1)}{(\gamma + 1)^2})} \right) \right]. \] (25)

In fact, within this three-layer-model context, neither fs nor εp can be 1 although both asymptotically approach it. The divergence of the radiation flux (∂Fps/∂z here) must be nonzero immediately upstream of the adaptation zone, otherwise the precursor would not evolve as one moves further upstream. This has the implication through (7) and (8) that there must be a gradient in temperature and thus that εp < 1. The approach to 1 of εp (from below) is controlled by the decrease of the temperature gradient in the precursor, which behaves like a Marshak radiation wave from a moving source [33]. The dependence of εp on ηs is determined by this behavior and thus not as would be demanded by (25) if fs were 1. The implication is that fs as defined here in the region beyond the upstream adaptation zone must approach 1 from below as Q increases. In contrast, ongoing numerical work by John Castor suggests that the temperature inside the adaptation zone, at the actual density jump, may be pulled up above T i.

IV. COOLING LAYER STRUCTURE

The structure of the cooling layer can be determined using (5) and the derivative of (8), if one can find a way to solve for \( J_R \). A diffusion model cannot accurately capture the structure of \( J_R \) in and near the cooling layer, because substantial changes in thermal intensity occur on a distance small compared to an optical depth. The author has argued elsewhere [35] that \( J_R \) can be approximated to good accuracy as constant through the cooling layer, and that this approximation becomes more accurate as the shock strength increases. This is a consequence of the small optical depth of and limited temperature increase in the cooling layer. Within this approximation, and in the context of a three-layer model, matching the cooling layer to the final state requires \( J_R = B_t = \sigma T_i^4/\pi \).

The calculation of the cooling layer profile within such a model is straightforward. The derivative of (8) gives

\[ \frac{\partial F_{Rn}}{\partial z} = \left(-2\frac{\gamma + 1}{\gamma - 1} + \frac{2\gamma}{\gamma - 1}(1 + p_{on}) \right) \frac{\partial \eta}{\partial z} \] (26)

which one can set equal to (5). In addition, one knows \( RT_{in} \) through (10) therefore one knows \( B_t = J_R \), and one knows \( RT_{in} \) through (7), so one knows B as a function of η. One specifically obtains

\[ \frac{\partial F_{Rn}}{\partial z} = 4Q\kappa_p \left[(1 + p_{on} - \eta)^4 \eta^4 \right. - \left. \left(2p_{on}^2 \gamma(\gamma - 1) + p_{on}(\gamma^2 - 6\gamma - 1) - 2(\gamma - 1)^2 \right) \right]. \] (27)

One can combine (26) and (27) and integrate to obtain η(z). This traditionally is done in terms of optical depth \( \tau_{dls} \) defined by \( d\tau_{dls} = \pm \kappa_p dz \). The ± here refers to the fact that the integral can proceed either from the shock or from an infinitesimal perturbation from the final state, with equal results. Note, however, that in reality, the quantity \( (Q\kappa_p) \) sets the distance scale. For any given value of γ and of \( p_{on} \), there is a universal
shape to this curve as a function of a variable $\Sigma_{\text{ch}}$ defined by $d\Sigma_{\text{ch}} = \pm \kappa_p Q dz$. Fig. 4 shows some examples, with $\Sigma_{\text{ch}} = 0$ defined as the value of $\eta$ where $T_{\text{ch}} = T_1$ (i.e., $f_s = 1$). In any actual shock, with some value of $f_s < 1$, the portion of the curve to the right of the point where $\eta = \eta_{ch}$ will apply. The calculation just described determines the profile of the cooling layer but does not determine the values of the parameters at the density jump (i.e., it does not determine $f_s$). We discuss below how to match the solution for the cooling layer with one for the precursor. In actual shocks, the deviation of $J_{\text{R}}$ from constant will cause the cooling layer profiles to vary with $Q$. In addition, any spatial variation of $Q$ and $\kappa_p$ as density and temperature vary will cause the shape of the cooling layer in space to appear different from these curves.

V. PRECURSOR REGIMES AND STRUCTURE

The precursor region has regimes that are once again readily identified from the fluid dynamics of the system. Beyond some distance from the shock, one enters the transmissive region in which $F_R/c > 4\sigma T^4/c$, so the energy density associated with the radiation flux is large compared to that associated with local thermal emission. This is implied by the fluid dynamics and thus is unavoidable. One can, for example, determine from (7) and (8) the value of $Q$ for which the system will be in the transmissive region for $1 \geq \eta > \eta_0$, finding

$$Q = \frac{(\eta - 1)(\gamma + 1)\eta - (\gamma - 1) - 2\gamma \rho_{\text{on}}}{4(\gamma - 1)^4(1 - \eta_0 + \rho_{\text{on}})^4}. \quad (28)$$

In this region, the emission from the precursor becomes negligible, and the radiation becomes beamlike within very few absorption lengths because increasingly oblique rays are increasingly absorbed. Then, $F_R = c E_R$ and so attenuates exponentially with optical depth. Fig. 5 shows schematically how $\eta_{ch}$ and the boundary of this region depend on $Q$, using (25) in the approximation that the precursor emissivity $\varepsilon_p = 1$. For any $Q$, $\eta$ in the precursor moves from the solid curve at the density jump upward to 1 at the upstream limit of the precursor. Whatever portion of the precursor is above the dashed line is in the transmissive region.

The region below the dashed line in Fig. 5 can be described as the diffusive region. It is evident from Fig. 5 that this region is at first quite narrow, becoming wider as $Q$ increases. Beyond the adaptation zone, one can obtain a solution for the precursor profile using a nonequilibrium-diffusion model with

$$F_R = -(f_E 4\pi / \chi) \frac{\partial J_R}{\partial z} \quad (29)$$

in which $\chi$ is an opacity approximately equal to the Rosseland mean opacity, and $f_E$ is an Eddington factor. Note that the radiation energy density $E_R$ is $4\pi J_R/c$. The Eddington factor is the ratio of radiation pressure to the radiation energy density. It is $1/3$ for isotropic radiation, 1 for beaming radiation, and $<1/3$ for radiation having a “panckaded” angular distribution. In the transmissive region, $F_R = 4\pi J_R$, in which case (29) gives the exponential decrease of the mean intensity with distance in this region. Equation (29) also makes possible a calculation of the precursor structure as follows. Using this radiation flux in (8) and the transport model in (26), one obtains coupled differential equations for $J_R$ and $\eta$. We normalize $J_R$ as we did $F_R$ to the incoming kinetic energy, so $J_{\text{Rn}} = J_R/(\rho_{\text{on}}^2/2)$

$$1 - \frac{2\gamma}{\gamma - 1} (\eta - \rho_{\text{on}}(1 - \eta)) + \frac{\gamma + 1}{\gamma - 1} \eta^2 - f_E \frac{4\pi \sigma T^4}{\chi} \frac{\partial J_{\text{Rn}}}{\partial z} = 0 \quad (30)$$

and

$$2\kappa_p \frac{\pi J_{\text{Rn}} - Q(\eta - 1)^4 \eta^4}{\chi} \frac{\partial \eta}{\partial z} = \left[ \frac{\eta(\gamma + 1) - (\gamma(1 + \rho_{\text{on}}))}{\gamma - 1} \right] \frac{\partial \eta}{\partial z}. \quad (31)$$

The implications of these equations merit some discussion. Note that $f_E$ and $\chi$ appear only in their ratio. This might lead one to hope to find a universal shape for the precursor, but the term in (31) involving $\kappa_p$ prevents this. If one multiplies (31) by $f_E / \chi$ and defines an effective optical depth variable $\tau_{\text{eff}} = -\chi z / f_E$, with the sign corresponding to integration toward the density jump, then one obtains (32) and (33) containing the parameters $\rho_{\text{on}}$, $Q$, and $\kappa_p f_E / \chi$. One might hope to parameterize $\kappa_p f_E / \chi$ as a function of $\eta$ (and hence the other material properties). However, the Eddington factor $f_E$ cannot be parameterized in this way. Here, one faces the limits of a semianalytic description at this level of approximation. We will model the diffusive region by taking $f_E = 1/3$. This is accurate throughout the portion of the precursor that is in the diffusive region. The increase of $f_E$ in the transmissive region will increase the length of this portion of the precursor relative to the result we will obtain. In addition, the treatment of the upstream adaptation zone will be inexact in this as in other respects, as $f_E < 1/3$ there.

The resulting equations are

$$1 - \frac{2\gamma}{\gamma - 1} (\eta - \rho_{\text{on}}(1 - \eta)) + \frac{\gamma + 1}{\gamma - 1} \eta^2 + 4\pi \frac{\partial J_{\text{Rn}}}{\partial \tau_{\text{eff}}} = 0 \quad (32)$$

and

$$2\kappa_p f_E \frac{\pi J_{\text{Rn}} - Q(\eta - 1)^4 \eta^4}{\chi} + \left[ \frac{\eta(\gamma + 1) - (\gamma(1 + \rho_{\text{on}}))}{\gamma - 1} \right] \frac{\partial \eta}{\partial \tau_{\text{eff}}} = 0. \quad (33)$$
The behavior of these equations becomes more clear if one restates them in terms of $\varepsilon = 1 - \eta$, which is always small and approaches zero at the upstream edge of the precursor. This gives for $p_{on} = 0$

$$\frac{\varepsilon}{\gamma - 1} (\varepsilon(\gamma + 1) - 2) + 4\pi \frac{\partial J_{Rn}}{\partial \tau_{eff}} = 0$$

(34)

and

$$2\frac{\kappa_p f_E}{\chi} [\pi J_{Rn} - Q (1 - \varepsilon)^4 \varepsilon^4] - \left[ 1 - \varepsilon(\gamma + 1) \right] \frac{\partial \varepsilon}{\partial \tau_{eff}} = 0$$

(35)

while the relation between $J_{Rn}$ and $\varepsilon$ in the transmissive region where the radiation flux is beamlike is

$$J_{Rn} = \frac{\varepsilon (2 - \varepsilon(\gamma + 1))}{4\pi(\gamma - 1)}.$$  

(36)

Some aspects of these equations deserve comment. First, near the upstream edge of the precursor, $\varepsilon$ increases exponentially as does $J_{Rn}$. Second, the first term in square brackets on the left-hand side of (35) must always be positive (for positive $J_{Rn}$). Near the upstream end of the precursor, it is evident that $J_{Rn}$ dominates this term. It would decrease to zero only if local thermodynamic equilibrium were reached identically, which never can happen within a radiative shock that must carry a finite net radiation flux. Yet, the larger $Q$ becomes, the sooner the precursor reaches the diffusive region as $\varepsilon$ increases and the smaller the left term in (33) becomes. This has the implication that the precursor becomes longer.

A third aspect of these equations is that the transition from the transmissive to the diffusive region is controlled by the additional parameter $\kappa_p f_E / \chi$. As this parameter decreases, the increase in $\varepsilon$ occurs more slowly. This both delays the onset of the diffusive region and slows the increase in $J_{Rn}$. Near the transition, the length of the precursor is established by the matching requirements discussed in the next section. The curves in Fig. 6(a) showing $\varepsilon$ are concave upward in the transmissive region and transition to concave downward in the diffusive region. In the limit of very large $\kappa_p f_E / \chi$, although this is not likely physically, the precursor would quickly enter the diffusive region and reach a minimum length for any specific $Q$.

VI. STRUCTURE CALCULATIONS IN THE THREE-LAYER MODEL

One can complete a self-consistent calculation of the structure in the three-layer model as is described here and has been discussed more thoroughly elsewhere [35]. On the one hand, the approach described here is new and should be more accurate in the cooling layer than a calculation using nonequilibrium diffusion. On the other hand, the present calculation remains approximate, as the next section considers. The method of calculating the entire structure is as follows. It is sufficient to calculate the profile of the inverse compression for the reasons discussed in Section III. One begins by calculating the downstream contribution as described in Section IV, from the limit corresponding to $T_{ps} = T_1$ to the final downstream state, whose properties depend only on $Q$ and $\gamma$. This calculation does not determine the value of $f_s$ or equivalently the actual value $\eta_{th}$ of the inverse compression at the downstream side of the density jump, which is smaller than the limiting value. It does determine the structure of the cooling layer, whose shape from $R$ to any given $\eta < \eta_{th}$ does not depend on $\eta_{th}$. Thus, at this point, one knows the structure of the cooling layer but one does not know where the cooling layer ends.

One can find the end of the cooling layer and the parameters at the density jump by enforcing the continuity of $J_R$ at the density jump. Throughout the cooling layer, $J_R = B_t$ from the assumption of constant $J_R$ discussed in Section IV. At the density jump, $J_R$ includes a contribution from the final state, from the cooling layer, and from the precursor. One can evaluate the downstream contribution $J_d$ as

$$J_d = \frac{B_t}{2} + \frac{1}{2} \int_0^\infty (B(\tau) - B_t) \Gamma(0, \tau) d\tau$$

(37)

in which $\tau$ is the optical depth, increasing from the density jump toward the final state. The corresponding value of the contribution to $J_R$ from the precursor is $J_u = B_t - J_d$. By evaluating $J_d$ as $\eta_{th}$ varies, one thus obtains one evaluation of $J_u(f_s)$ (any given value of $\eta_{th}$ corresponds to a given value of the temperature ratio $f_s = T_{ps}/T_1$).

Turning to the precursor structure, for any assumed value of $f_s$, and with values of $Q$, $\gamma$, $p_{on}$, and $\kappa_p f_E / \chi$, one can use (32) and (33) [or (34) and (35)] to calculate the structure of the precursor from its upstream end to the density jump. One can repeat this calculation to determine $J_R(f_s)$, the upstream
The density jump occurs at the vertical dashed line, where the optical depth scales change. The optical depth scale of the (a) cooling-layer density and (b) temperature increases to the left from the density jump, while that of the (c) precursor density and (d) temperature increases to the right. The density scale changes at the horizontal dashed line.

portion of which must be equal to \( J_u \). Here, we evaluate the upstream portion of \( J_R \) in the precursor as \( J_R / 2 \), assuming that the shock is strong enough that the precursor is diffusive near the shock. Thus, the relation \( J_R(f_s) / 2 = J_u(f_s) \) determines \( f_s \).

Fig. 7 shows the profiles of density and \( RT \), for \( Q = 10^6 \) and other parameters as indicated. Here, the downstream optical depth is \(-\kappa z\), where \( z = 0 \) at the density jump, while the upstream optical depth is \( \chi \), and \( \kappa_p f_E / \chi = 1 / 3 \). Note that the scale of the cooling layer is roughly six orders of magnitude smaller than the scale of the precursor. At this large a value of \( Q \), the transmissive region in the precursor, although present, is not evident in the plots.

VII. Discussion

It was emphasized above that the three-layer model ignores the adaptation zones. Having seen the nature of the solutions, one can consider the qualitative implications of this approximation. In the downstream region, most of the cooling must occur in a small fraction of an optical depth for reasons discussed above. However, detailed radiation transport calculations [35] show that the radiation flux does not decrease all the way to zero at the cooling layer boundary but rather approaches zero slowly as the optical depth from the cooling layer increases. Correspondingly, from (8), the density and temperature also only slowly reach their final values. This will have the effect of creating a long small tail on the heated region in Figs. 4 and 7. The present type of calculation could be improved to capture this behavior by iterating the profile of \( J_R \) in the downstream region.

Given the large extent of the precursor, the upstream adaptation zone is comparatively quite small. One can see its qualitative effects as follows. In the diffusive zone, the precursor profile will evolve with a gradual increase in temperature and density along the profile found by the model discussed above. This will continue until the hotter upstream matter begins to affect \( J_R \) and \( F_R \) as one approaches the density jump. Then, \( J_R \), \( F_R \), \( \eta \), and \( T \) will increase as one moves through the upstream adaptation zone to the density jump. The magnitude of these increases will not be large. The upstream temperature at the shock, for example, is limited from above by (11) and from below because the energy balance still implies that \( f_s = T_{ps} / T_i \) must approach 1 as the shock strength increases.

Given a solution for the precursor profile, one can proceed to find the precursor emissivity \( \varepsilon_p \), which is the ratio of the downstream radiation flux at the density jump to \( \sigma T_p^4 \). Fig. 8 shows the results. The precursor emissivity is near unity for strong-enough shocks but falls rapidly as \( Q \) drops below \( 10^5 \).

Fig. 8. Precursor emissivity becomes large as \( Q \) exceeds \( 10^4 \) and asymptotically approaches 1 for large \( Q \).

VIII. Conclusion

The work presented above provides a complete conceptual description of planar OTR shocks, under conditions in which the radiation transport can be well characterized using spectrally averaged opacities. The key parameter is a measure of the shock strength, labeled \( Q \) here, proportional to \( u_o^2 / \rho_o \). At approximately the shock strength where the equilibrium thermal radiation flux from the immediate postshock (and postelectron-ion-equilibration) state exceeds the incoming mechanical energy flux, a diffusive radiative precursor develops upstream of the viscous density jump. The length of this precursor (in optical depth units) increases in rough proportion to \( Q \).

The energy carried upstream by this radiation flux returns back across the density jump as a combination of internal energy and radiation. The conversion of some of the upstream radiation to internal energy in the precursor has the ultimate implication that the temperature in the precursor can approach the final downstream temperature only asymptotically, in the limit that the increment of internal energy becomes comparatively negligible. Downstream of the density jump, a cooling layer forms within which the temperature is driven down to nearly its final steady value, with the corresponding increase in density required by the conservation of mass and momentum. The length of this cooling layer is inversely proportional to \( Q \). The fluid dynamics in the above description is exact. The treatment of radiation is approximate but is qualitatively reasonable in the strong-shock limit that the optical depth of the cooling layer is negligible and that the emissivity of the precursor is near unity.

Further work with semianalytic theory could attempt to progress beyond the limitations of the present calculation. In particular, one might develop methods to characterize the
spatial evolution of the Eddington factor, with or without allowing for variations in the opacities with the parameters. One might, for example, hope to follow the evolution of the precursor into the diffusive regime from both directions and to find conditions under which the structure was self-consistent. Initial attempts in this direction by the present author have proven numerically challenging.

The interesting experimental case would be the transition into the strong-shock regime. One could hope to observe the development and structure of a diffusive precursor, in particular into the strong-shock regime. One could hope to observe the structure of this topic.
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